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Contribution

® |ntroduce a new fair nonlinear dimension reduction method.

® | ow-dimensional embeddings that preserve high-dimensional data
neighborhoods without the biased association of protected groups.
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® X : Feature space in RP
® ) : Embedding space of feature space in R?

® S : Set of sensitive attributes
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® The Neighbor Retrieval Visualizer is a nonlinear DR method that aims to create
low-dimensional data embeddings.

n

® Given the input data set {x;}/_, ,x; € R?, the probability that data point j is
picked as a neighbor of point / is

oy — exp (= [lxi = x| /o?) .
L exp (= Ik — P /o)

where o7 controls falloff of the pj; with respect to distance.

® NeRV outputs an embedding of the points {y;}! ;, yi € R?, in a d-dimensional

output space, where neighbor probabilities g; = {¢;j} are defined

J=1, N
based on output coordinates y; is

= P (= llyi = yill* /o?)
’ Zk;&[exp (_ H}’i —Yk||2 /012)




Fairness

® The objective function of NeRV is:

N
CNerv = Z (ADke (pi, i) + (1 = X) Dkw (qi, pi))

where )\ is a tradeoff parameter, and Dk is the Kullback-Leibler divergence,
Dki (pi, qi) = Zﬁ, pij lo. g3 PU

® Objective function of Cond|t|ona| NeRV when values of sensitive variables are
given,

CeNeRrv = ZTGDB (P,‘eyq,‘e) + (1 - TG) Dg (ql‘eapfe)
+T¢DB <P1¢7q1¢> + (1 - T ) DB (q, >p1¢>

where Dg (pl.s"7 qis,-) = Zjes pij Iog —|— gij — pij is a Bregman divergence and
P = {Pij}jegie and qie = {qu}jesl_f



Fair-NeRV and Fair-t-NeRV

® Define 2 o
o >0 (s s)exp (= llyi = yilI* /o?)
Siiexp (= llyi — yjlI? /o?)
and
1-w if s=s
Pis =

u(s)-w/(1—u(s)) otherwise

where u (s;) is the overall proportion of sensitive value s; in the data and
w € [0,1] is a weight controlling influence of value s; in the neighborhood.



Fair-NeRV and Fair-t-NeRV

® Term of fair embedding :

1
Crairess = N Z (vDre (pisri) + (1 — v)Dke (riy pi))

® Final Objective

Crairnerv = BCcnerv + (1 — ) Crairness
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Experiment

® The Syn data set is an artificial set of 1000 data points with 5 dimensions.

® The first three dimensions have three multivariate Gaussian clusters, cluster
membership considered sensitive information.

® Dimensions 4 and 5 dimension have an independent mixture of three
multi-variate Gaussian clusters, considered non-sensitive information
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Experiment
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